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Executive Summary 

This deliverable thoroughly describes the work undertaken as part of Task 3.4 of NESTOR, with 

the tittle Web and Social Media Monitoring. This particular task aims to develop modules and 

services capable of crawling the surface, deep, and dark web, and social media sources, with 

the aim of identifying content related to illegal border activities to enhance the pre-frontier 

intelligence picture relating to border security. The output of the modules developed in Task 

3.4 feeds directly into the Visual Analytics (VA) dashboard developed in Task 4.4, to display 

the information with the aim of providing situational awareness and assisting in decision 

support. 

The respective D3.4 - Web and Social Media Monitoring Services reports on the near-final 

status of the modules and tools, including details on the progress, the technical development 

of the activities taking place in the modules as well as examples of the output results from 

them. By the time of the submission of the current deliverable, the modules are capable of 

searching web and social media platform, performing further text-based extraction on 

acquired data, basic trend and social media detection, while storing the output is a data store 

ready for display in the VA dashboard. The final step for these modules is the incorporation 

within the integrated NESTOR platform, which will take place before the use of modules in the 

final pilot, the Greek-Bulgarian Land & Maritime Pilot, in early 2023. 
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1. INTRODUCTION 

The D3.4 – Web and Social Media Monitoring Services aims to summarize the progress 

performed under Task 3.4: Web and Social Media Monitoring. To accomplish the objectives, 

the task has been broken into a few subtasks that will be described throughout the 

deliverable. The subtasks are web crawling, social media crawling, event detection, and post-

processing. The web crawling module, named the Content Acquisition Tool (CAT), and the 

post-processing modules are developed by CENTRIC. The social media crawler and event 

detection modules are developed by CERTH. This deliverable summarizes the technical work 

carried out under Task 3.4, including the initial status of the tools, the plan for the 

development of the tools, technical specifications and implementation, and the progress of 

the tools. 

1.1. STRUCTURE OF THE DOCUMENT 
The deliverable is structured as follows: 

Section 2 discusses the background knowledge relating to the topics covered by the 

modules, including the surface, deep and dark web. Section 3 describes the task in relation 

to the project, including requirements, Key Performance Indicators (KPIs) and Pilot Use Cases 

(PUCs). 

Section 4 and Section 5 discuss the methodology and implementation of the tools, including 

the initial and final status of the modules, progress made during the project, and the 

modules and task’s overall architecture. 

Section 6 discusses the integration of the task into the wider NESTOR system, from both a 

technical and a higher-level viewpoint. 

Section 7 highlights any Legal and Ethical issues or considerations made as a part of this task, 

followed by Section 8 which is the conclusion of the deliverable. 
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2. BACKGROUND 

This section provides information on the background concepts related to the task and modules 

developed, setting out the aims of using these concepts and technologies within NESTOR. 

2.1. SURFACE, DEEP AND DARK WEB 
The World Wide Web (WWW) is a network of connected HTML pages that may be accessed 

online, and it consists of 3 layers, namely the surface web, deep web, and dark web. 

The Surface Web contains all the contents that are indexable by search engines. This layer is 

accessible by everyone, with the websites offering free visits such as news sites, blogs, and 

open forums. 

The Deep Web is an area of the underground, invisible web that a normal user cannot access. 

It provides information that search engines do not crawl and index. Only those who have the 

authorization or login credentials can access the Deep Web. 

The Dark Web is the deepest layer of the web and a subset of the Deep Web. It is an encrypted 

section of the web that offers complete anonymity, as it is not indexed by search engines. The 

communication protocols often use some method of routing to hide the client’s location from 

both web servers and other tracking methods. Dark Web can only be accessed using special 

software and an anonymizing browser such as Tor.  

The intended aim of the surface, deep, and dark web crawling within NESTOR is to identify 

information relating to suspicious activities occurring near border areas, to enhance the pre-

frontier intelligence contained within the NESTOR platform. This information could possibly 

be found on forums on the surface or dark web, where people might discuss (often 

anonymously) their plans or intentions. These particular sites are the focus of the deeper 

extraction performed by the web crawler under this task. 

2.2. SOCIAL MEDIA CRAWLING 
Social media has become a significant element of our lives. Every year, a growing number of 

people decide to use social media to interact with others and voice their opinions on topics of 

their interest. Many of the social media platforms are exploited for the exchange of news and 

ideas, which may provide important intelligence for a variety of purposes. When a crisis 

occurs, data obtained from social media platforms such as Twitter, may be crucial for the 

discovery of almost real-time incidents, discussing the consequences of this event and its 

influence on society. 

Given the enormous amount of data transmitted on social media platforms, the tracking of 

content of interest and manually processing can be an overwhelming task and would require 

many hours of human work, thus it could be proven expensive. Therefore, it is vital to develop 

efficient ways for highlighting and identifying early valuable information regarding events of 
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interest.  The tools that are able to monitor, gather and analyze data from open sources are 

referred to as Open-Source Intelligence (OSINT) tools.  

The social media monitoring service, divided into the Social Media Crawler (data acquisition) 

and Event Detection (data analysis), is an OSINT tool with the purpose of tracking, extracting, 

and analyzing relevant information based on the domains of interest of the NESTOR project. 

More particularly, it aims to identify content related to suspicious border activities (i.e., 

smuggling, illegal crossing). The service will intensify the awareness of the NESTOR platform 

by leveraging pro-active and real-time searches on Twitter. 

  







HORIZON 2020 – 101021851 – NESTOR  D3.4 – Web and Social Media Monitoring 
Services 

 

©NESTOR Consortium  Page 15 of 43 

4. METHODOLOGY 

This section includes details on the modules from the beginning of the timeline of NESTOR and 

the work that will be carried out in the duration of the task, so to achieve the aims set out for 

the modules within NESTOR. This section describes previous work, existing approaches to the 

tasks at hand, and the improvements made to the tools for and during NESTOR. 

4.1. CONTENT ACQUISITION 
At the beginning of NESTOR, CENTRIC provided an initial version of the web crawling module, 

the Content Acquisition Tool (CAT), capable of crawling the surface, deep, and dark web based 

on provided configurations. Given that CAT is an existing module at the start of the project, 

the aim is to improve its stability, performance, and extraction capabilities to increase its 

Technology Readiness Level (TRL) and provide a more robust content extraction module to 

the platform. 

Common approaches to basic collection include depth-first and breadth-first crawling [1], 

where an initial web page is crawled and then links on this page crawled to a depth determined 

by the user. Information collected through these simple approaches can unfortunately be 

irrelevant to the user or too much data for a user to sort through manually.  

Fortunately, content extraction techniques aim to mitigate this problem by extracting content 

determined as appropriate for a user. Techniques can include modelling a HTML page as a tree 

and identifying key content [2], statistical modelling of web elements [3], or using Machine 

Learning to interpret relevant content from a tagged dataset [4]. 

CAT draws from existing crawling and extraction techniques, by performing depth-based web 

crawls, then identifying content relevant to a user through targeted extraction on supported 

platforms and domains to extract meaningful post content from raw HTML pages. 

As the intention of the module is to identify suspicious activities occurring near the borders, 

and not to identify persons that might be performing these activities, a major inclusion to the 

Content Acquisition Tool will be an initial approach to pseudonymizing any personal data 

collected during the acquisition process. This will use  to 

hash personal data into unique hashes ensuring no personal data relating to persons 

performing the activities are shared or further processed.  

4.2. POST-PROCESSING MODULES 
Post-processing at the start of NESTOR was at a low TRL, providing prototype Natural 

Language Processing (NLP) tools such as Named Entity Recognition (NER), keyword extraction, 

keyword geocoding to extract “indicators”, and combining these various NLP tools in 

aggregate to identify trends of indicators.  

Indicators extracted by NLP are concepts extracted by performing textual analysis on content 

collected by the Content Acquisition Tool that may be of interest to the users of NESTOR in 
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pilot use cases, such as detection of illegal border crossing keywords. These indicators when 

extracted automatically can significantly reduce the need for Law Enforcement Agencies 

(LEAs) to manually parse online content, prioritizing content based on indicators and using 

these indicators in downstream alerting and analysis modules, such as trend detection.  

At the start of NESTOR, these NLP tools and trend detection are at a low TRL level but 

functional, being based on open-source models and requiring a large amount of maintenance 

and resources to run. This means the development goal of T3.4 with post-processing modules 

is to streamline the NLP modules to make them more robust and easily deployable, more 

stable over long periods of time, and tweak to users in NESTOR pilot scenarios to make 

information actionable to users. 

Trend detection will require user feedback and modification during and after the pilots, due 

to “trends” requiring a consistent definition between users and developers and appropriate 

technical modification so this interpretation of trends is represented in T3.4 outputs.  

 

     

 T3.4 analysis will take a similar approach, starting from the open-source prototypes 

and using user feedback in pilot scenarios to adapt these solutions to the NESTOR domain. 

The focus of development on the post-processing modules during this task is ensuring their 

relevance to the domain of border intelligence and improving the multilingual abilities of the 

modules to ensure they will be applicable to the domain and PUCs. As they are included only 

in the final PUC, the Greek-Bulgarian trial, the target languages for multilingual processing 

should include Greek at a minimum. 

4.3. SOCIAL MEDIA CRAWLER 
Social media platforms, such as Twitter, are Web sources referred to as Deep Web since the 

search engines cannot discover and index most of their content. Additionally, the employment 

of traditional Web crawlers is against the Terms of Services and Conditions of the providers 

and would require illicit means (i.e., impersonating that the Web crawler is an actual human 

user) as to scrape the content from the Web pages. Moreover, the servers that host the 

platforms are enhanced with anti-scraping tools and will block such bots. 

In order to overcome all the aforementioned issues, the Social Media Crawler, initially 

presented in NESTOR, was capable of acquiring data from Twitter leveraging its official 

Application Programming Interface (APIs), hence in compliance with the Terms of Use and 

Privacy Policy of the platform. However, the usage of the Twitter APIs comes with some rate 

and resource limitations enforced by the provider 4. 

 
1 https://huggingface.co/ 
2 https://keras.io/ 
3 https://spacy.io/ 
4 These limitations are illustrated in details in Section 5.4.3 as well as the progress made to overcome them. 
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Our work, in the context of T3.4, focuses on: (i) the further improvement of the performance 

and the stability of the component (i.e., ways to overcome the limitations) , (ii) the successful 

integration of the component as part of the NESTOR platform based on the architecture as 

described in D5.1, (iii) the fulfilment of the user requirements (see APPENDIX I: User 

Requirements) and (iv) finally the adjustment of  the pseudonymization and data minimization 

techniques according to the Ethical and Legal framework of the project. 

4.4. EVENT DETECTION 
Event Detection tools for social media is a very active area of research in AI and statistics. The 

fact is that nowadays, social media is an integral part of our daily life. Every year, an increasing 

number of individuals opt to use social media to interact with others and share their thoughts 

on current events and circumstances. Hence, the need for tools capable of extracting useful 

intelligence out of vast amounts of unstructured, noisy content and interaction is particularly 

useful. Specifically, social media platforms designed for news dissemination and opinions 

exchange (such as microblogging services) can contain useful information that can be utilized 

for different purposes. 

However, as state of the art AI tools need an immense amount of labeled data in order to be 

trained properly, training an Event Detection tool with such a data-driven approach for a very 

specific use case is rendered difficult, due to data availability issues. On the other hand, 

statistical time series models allow for a data free approach for detecting suspicious and 

unlikely trends based on distribution changes in data streams.  

The Event Detection tool utilizes a model based on the Poisson distribution, which refers to 

the probability of observing some quantity (posts), when there are many possible individual 

contributors to this quantity, each with a low probability of contributing. Such is the case in 

social media platforms like Twitter, where the overall userbase leads to huge quantities of 

posts regarding a trend, when each individual user has a small probability of tweeting about 

that trend. Hence, Poisson distribution seems to be a suitable assumption for such a use-case. 

Mathematically, the Poisson distribution is expressed as follows, 

𝑃(𝑐𝑖; 𝜈)  =  𝜈𝑐𝑖   ⋅  𝑒−𝜈    𝑐𝑖!⁄  

where 𝑃  is the probability of observing 𝑐𝑖 counts of something, where the expected count is 

𝜈 . The value of 𝜈 serves as a background model for the estimation of the probability, but since 

there is no way of knowing the true value of it, a reasonable assumption is the selection of the 

previous count 𝑐𝑖−1(count of posts measured in the previous time bin) or an average over 

many previous points (cycle correction).  

For the detection of trends, a model for quantifying the unlikeliness of an observed count 

should be chosen. Based on the trend detection library used5, the difference between the 

 
5 https://github.com/twitterdev/Gnip-Trend-Detection 
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observed count 𝑐𝑖  and the backgound model 𝜈  (in the basic configuration: 𝑐𝑖−1 ) can be 

measured in multiples (𝜂 ) of confidence intervals (𝐶𝐼 ) with a preset confidence level 𝛼 : 

𝑐𝑖 − 𝜈  =  𝜂  ⋅  𝐶𝐼(𝛼,  𝜈) 

Therefore, by choosing a threshold 𝜂𝑐  we can detect when new counts produce bigger eta 

values. 

Overall, the Event Detection tool in the context of T3.4 is designed to analyze incoming 

streams of social media data based on Poisson distribution changes, measure the unlikeliness 

of changes, and detect suspicious events related to border activities in order to notify 

competent authorities in a timely manner, allowing for better decision-making and 

preparation for such occurrences. 

  





HORIZON 2020 – 101021851 – NESTOR  D3.4 – Web and Social Media Monitoring 
Services 

 

©NESTOR Consortium  Page 20 of 43 

Figure 2: The module-level architecture of the tools in Tasks 3.4 and 4.4, both tightly interconnected and led 
by CENTRIC 

Figure 3 below shows a sequence diagram that includes module interactions per-module. 

Please note that this sequence diagram does not represent the flow of data through the task 

in order, but shows the individual sequences per-module, and data will not necessarily flow 

through every module or in the order shown in the diagram. 
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Figure 3: Interactions of the modules of the Web and Social Media monitoring tool 

5.4. TECH STACK 
This section provides an overview of the technologies used in the development process of 

Task 3.4, including languages, frameworks, libraries and more. 

5.4.1. Web Crawler 

 
6 https://www.java.com/en/ 
7 https://www.playframework.com/ 
8 https://spring.io/projects/spring-data-mongodb 
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9 https://www.selenium.dev/documentation/webdriver/ 
10 https://www.docker.com/ 
11 https://www.json.org/json-en.html 
12 https://www.mongodb.com/ 
13 https://github.com/ttezel/twit 
14 https://kafka.js.org/ 
15 https://expressjs.com/ 
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For communication purposes and as the NESTOR project’s interoperability layer is based on 

Apache Kafka, a Kafka client is used to interact with the message broker by consuming 

messages when new data are available for analysis and producing alerts when suspicious 

events are detected. More specifically, the confluent-kafka library is employed as a python 

client. 

Finally, Docker was also used with this tool for virtual containerization of the software, 

enabling easier deployment and maintenance. 

5.5. PROGRESS 
The following section describes the advancements made by CENTRIC and CERTH to each of 

the tools during the task and displays the status and functionalities within the NESTOR system.  

5.5.1. Content Acquisition Tool (CAT) 
During the development of this task, several improvements were made to the Content 

Acquisition Tool to enhance the capability and offer extra functionalities to cover the needs 

of the NESTOR project. These include enhancement in a few categories such as general 

improvement for stability and performance, increased access to services and platforms, and 

additional functionalities and improved extraction from these services and platforms.  

The major milestone was the refinement of a refactored browser architecture. This required 

switching from CAT’s headless browsers to multiple instances in Docker containers. This 

implementation allows all services such as the surface web, deep web, and dark web to do the 

same by simply calling their browser to access them. If any problems occur, without restarting 

CAT, each browser can be restarted individually. Another feature added to CAT is the 

implementation of cookie-based authentication, which allows authenticators to crawl pages 

that require authentication, bypassing some captcha mechanisms often presented to 

unauthenticated users. It works by allowing the user to extract cookies from existing login 

sessions and inject them into a headless browser before crawling, allowing the crawler to act 

as the logged-in user for the rest of the crawl. 

Figure 4 shows an example Greek web page tagged for collection from Reddit. Starting from 

collection of the web page via accessing the requested URL through a headless browser, CAT 

collects this web page and begins processing for alignment with the entity-link model 

described in 5.2. 
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Figure 4: Web page collected by the Content Acquisition Tool 

Figure 5 shows the Reddit webpage after removing HTML formatting to adapt the useful 

content of the page into an Artefact. This model is stored with associated metadata such as 

the URL it was acquired from, the collection and processing times, and the title of the page. 

The raw textual content of the page after removing HTML formatting is stored in the content 

of the artefact model.  

 

Figure 5: Web page content extracted by the Content Acquisition Tool 

Figure 6 shows posts extracted from the main Reddit page, utilizing an automatically 

generated schema of the Reddit domain to identify where these posts are in the HTML 
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content. Web pages expected in pilot scenarios such as Reddit are added as supported 

platforms through the automated generation of schemas where possible, with post-

processing being applied to web pages if posts cannot be extracted automatically. 

Individual posts are also created as artefact data models, making posts from a web page and 

posts from social media domain agnostic for downstream analysis processing and easier to 

interpret and filter for users via the “web” type associated with the artefact. Individual posts 

extracted from whole web pages are linked to the URL they were extracted from, so all the 

content extracted by CAT is accessible via this extracted URL. 

 

Figure 6: Posts extracted from web page using the Content Acquisition Tool 

The visualization of artefacts and entities extracted by CAT through the VA dashboard will be 

covered in more detail in D4.4. 

5.5.2. Post-Processing Modules 
Post-processing modules have been developed from the baseline NLP tool prototypes 

discussed in Section 4.2 have been adapted to the NESTOR pilots by adding Greek and Russian 

language models for NER to support additional pilot languages.  

NLP tools have been grouped into an “Entity Extraction” deployable module for ease of use, 

and the robustness of these individual NLP components improved by testing against example 

Greek twitter data for edge cases in extraction, and to appropriately format NLP outputs for 

downstream analysis and trend detection.  

Figure 7 shows the individual entity outputs of NER processing as part of entity extraction. All 

entities store both a captured and processed time in line with the Entity data model described 

in Section 5.2 to link to future occurrences.  
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Figure 7: Individual Entity extracted via Named Entity Recognition 

These occurrences increase as the entity is identified in future content as shown in Figure 8, 

to sort by and identify the most commonly occurring named entities of interest. This list view 

takes advantage of the Entity data model through the “type” field, allowing for filtering by 

Named Entity type such as “Geo-Political Entity (GPE)”. 

 

Figure 8: List of Entities extracted via Named Entity Recognition 

Much of the trend detection development was oriented towards how these trends are 

leveraged by a user, focusing on aggregating these NLP outputs and visualizing the outputs as 

shown in Figure 9. These visualizations show the entities’ name, the timeline of occurrences 

throughout a day period, and the time at which the entity was shown to be trending.  

The details of visualization will be covered further in D4.4, but it is mentioned here as much 

of the development on trends for NESTOR focused on how extracted indicators from entity 

extraction are aggregated and trend detection is performed to end with this visualization to 

users to leverage these indicators in pilot scenarios. 

 



HORIZON 2020 – 101021851 – NESTOR  D3.4 – Web and Social Media Monitoring 
Services 

 

©NESTOR Consortium  Page 27 of 43 

 

Figure 9: List of trending Entities 

5.5.3. Social Media Crawler 

 
16https://developer.twitter.com/en/docs/twitter-api/v1/tweets/search/api-reference/get-search-tweets 
17https://developer.twitter.com/en/docs/twitter-api/v1/tweets/filter-realtime/api-reference/post-statuses-
filter 
18 Each request to the Search API returns up to 100 posts ,hence the crawler can potentially gather up to  180,000 
posts  
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5.5.4. Event Detection 
Currently, the Event Detection module can analyze collections of tweets using the point-by-

point Poisson model and detect unlikely changes in tweet count (based on some keyword 

related crawl) distributions. The algorithm is parametric, meaning that certain parameters 

have to be adjusted in the use case domain in order to accurately detect events. 

More specifically, the preset confidence level 𝛼 and the eta threshold for new detections 

𝜂𝑐 are crucial for the optimal operation of the algorithm. For a given confidence level, 

increasing 𝜂𝑐  increases the precision [5] of the algorithm, as it will only detect events when a 

new count surpasses the background 𝜈 by multiple confidence intervals. In contrast, if the 

desirable output is to detect all events with a tolerance in false alarms, then by lowering 𝜂𝑐  

we are effectively increasing the recall [5] capabilities of the system. In a similar fashion, we 

can tune the bin_size parameter of the model, which refers to the time period for a single data 

point (counts of posts). Small bin_size leads to lower precision but leads to rapid detection of 

events. Finally, if cycle correction is utilized for the background model (using more data points 

rather than just the latest one for 𝜈 ), the time frame across which the algorithm will examine 

the previous data points must be optimized. 

In Figure 13 the variation of eta values is shown for a simple example search for #scotus. The 

example gathers counts of that hashtag in hourly bins. For 𝛼 = 0.99  the red spikes sugggest 

larger values of 𝜂𝑐  that are potentially linked to some event in that topic. 
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Figure 13: Point by Point Poisson example 

The pipeline of the Event Detection tool works in parallel with the Social Media Crawler and is 

illustrated in Figure 14. When there is a search query for crawling, the Event Detection module 

gets activated alongside the Social Media Crawler to analyze the acquired data. Then, is 

consumes the related Kafka topics from the crawler, with pointers to the DB for the collected 

data. When there is a batch of tweets ready for analysis, they are retrieved from the DB and 

the Event Detection pipeline is performed on those tweets. First, the data are converted to a 

time bin with counts format. Afterwards the 𝜂𝑐  values are calculated, and the detection of 

events is performed by comparing the calculated values with the predefined threshold 𝜂𝑐. If 

an event is detected, the module produces an alert on the Kafka bus with all the relevant 

posts, to be consumed by other modules.  
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All in all, the Event detection tool can operate in different time granularities (e.g., minutes, 

hours, days) regarding the tweet count depending on the needs of its use and the 

characteristics of the specified search. It can be adjusted for the trade-off of precision and 

recall depending on the circumstances by tuning its parameters and it can also use various 

granularities in the background model, used for cycle correction (see 4.4), hence changing the 

amount of lookback that the model is taking into account for the next estimation. 
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6. DEPLOYMENT AND INTEGRATION 

This section talks about the integration of Task 3.4 within the wider NESTOR system explaining the 

overall flow of incoming and outgoing data within the task. 

All tools developed in this task are containerized to facilitate easy deployment and integration, as 

mentioned in Section 5.4, and communicate with each other via REST APIs and the Kafka message bus 

included as a part of the Interoperability Layer. This container-based deployment architecture allows 

for the modules to be easily deployed to a server for the final integrated platform and piloting of the 

tools, as well as allowing for easy updates and maintenance, with each module being able to be 

updated and redeployed individually should issues arise. 

Figure 15 below depicts the overall architecture of the NESTOR platform as developed during 

Task 5.1. As a high-level architecture diagram, this does not include every module developed 

under Task 3.4 individually. The modules developed during this task, as shown with their 

interactions in Figure 2, all fit under the ‘Web Crawler CENTRIC’ component towards the top 

left. 

As mentioned previously in this deliverable, the data outputs of the modules developed under 

this task feed into the data store provided by CENTRIC, which is used to display data within 

the Visual Analytics dashboard developed under Task 4.4. The VA dashboard facilitates the 

integration of these modules into the BC3i platform from a user-facing perspective. This 

integration will be discussed in D4.4. 
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7. LEGAL AND ETHICAL CONSIDERATIONS 

The functionalities of the NESTOR services must coincide with the Legal requirements of the 

product plus the possibility of their being any ethical implications that could be presented 

towards the consortium regarding the plausibility of using such a technical response. The 

NESTOR system: produced by CENTRIC and CERTH, aims to deploy a Web and Social Media 

monitoring service designed to provide any information regarding threats to security that 

can be found online in any format; relating to the Surface / Dark / Deep Web plus any 

threats made on any Social Media platforms. The following section will dissect the 

requirements of the components this task used across the NESTOR solution by determining 

the legislative controllers that have an impact on the components that are being used; this 

relates to the transfer of data and the functionalities of social media / web crawlers.  

The social media monitoring service, is built upon privacy and GDPR aware architecture, 

having as a lawful basis Article 6(1) (f) GDPR that permits the processing of personal data when 

necessary (i.e., fulfill the objectives of a scientific research project). Any collected content is 

publicly available while the framework complies with the relevant Terms of Use, Privacy Policy, 

and licenses of the data providers (i.e., Twitter).   

Additionally, the service respects the fundamental rights of freedom of the data subject. From 

an ethical perspective, any personal data pertaining to sensitive information such as political 

beliefs, religion, racial origins, and vulnerable groups is not collected (at least to our 

knowledge) as such data is not available by the social media providers. Moreover, in 

accordance with Article 89 (1) GDPR, social media framework employs a pseudonymization 

mechanism capable of concealing any personal information derived from the social media 

profiles (e.g., ids, usernames).  

   

 

  

Finally, yet importantly, with respect to the data minimization principles, only the part of the 

collected content that is necessary for the analysis is processed and stored within CENTRIC’s 

Database. Consequently, any surplus information is immediately discarded. 

The type of data CENTRIC processes includes the surface, deep and dark web data, and other 

non-social media online data. The web crawling monitoring service is designed with privacy 

and GDPR compliance in mind, and it has Article 6(1)(e) of the GDPR as its legal justification 

for processing a task in the public interest. If name identifiers are collected while data 

collection contains personal information, attempted pseudonymization will be done using an 

appropriate hashing technique.  To ensure compliance with the GDPR's data minimization 

principles, these names will be pseudonymized during collection by using a hash function or 

an encryption method. The web crawler component will not process criminal offence data to 

 
19 The only way to find the original data that produces the hash value is by brute-force search 
of all potential inputs and conclude to the matching one. This procedure requires enormous 
computational power. 
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protect the rights of the data subject as prescribed by Regulation 2016/679.  This functionality 

will not any point infringe any special categories of data such as racial or ethnic origin; political 

opinions; religious or philosophical beliefs; data concerning health; a person’s sex life; and 

sexual orientation.  In accordance with the principles of data minimization, only the portion 

of the content that has been collected that is necessary for the analysis is processed and 

retained within CENTRIC's Database. All data is protected and cannot be accessed by an 

outside source without prior internal authorization and authentication. Moreover, the data 

we process complies with Article 5 (1)(e) of the GDPR (storage limitation), as the data is 

periodically reviewed and erased or anonymized when the data is no longer needed. 

Web Crawlers are powerful tools designed to appropriate large amounts of data which can 

be utilized to provide patterns and knowledge on potential threats to the security of the 

European border security. Web Crawlers are a legal capability20 of developers and security 

agencies to deploy, however, developers, LEAs and NGOs should be aware of copyright 

implications of scraping an individual’s copyrighted data. Any data that is copyrighted should 

not be stored as under Copyright Law of the EU and UK can lead to financial loss for either 

party – this being through damages or financial loss due to a copyright infringement. The 

CENTRIC SDS is constantly reviewed for data relevancy and any copyrighted information that 

cannot be appropriately stored. In a research setting, however, exemptions are present but 

limited to copies for computational analysis.21 Research institutes and researchers are still 

required to buy the appropriate subscription or license to access the material.  In the 

application of the NESTOR Solution – exemptions to copyright can be found within Legal 

Proceedings, however, the appropriate applicating end-user should consult with their legal 

department before deploying such capabilities within their third country or member state.  

7.1. GENERAL DATA PROTECTION REGULATION 
The NESTOR solution is a European based response to any threats to the security of the 

border, therefore, for the instance of Data Protection the schema that is GDPR; Regulation 

2016/679, is utilized to protect the data subjects and collated information from the 

appropriate tools. This is to ensure that the infringements of rights do not occur and that the 

appropriate methods that are taken to mitigate a risk to data breach are implemented on a 

project wide basis. General Data Protection Regulation (GDPR) is a regulatory EU Law which 

requires individuals to be accountable for their processing of their data while following the 

guidelines of the regulation. Due to the components in question being developed by a UK 

partner (CENTRIC), the guidelines that function from the Data Protection Act 2018; Part 2, 

contain a mirrored UK version of the GDPR which comes from the enshrined European Law. 

The Data Protection Act 2018 was a product of Brexit to ensure more accessibility for the UK 

to continue to function with European partners. 

The following section will detail the principles of protecting data that are paramount to the 

functionalities of the NESTOR solution; specifically, towards the functions of D3.4. 

 
20 hiQ Labs, Inc. v. LinkedIn Corp., 938 F.3d 985 (American Case)  
21 https://www.gov.uk/guidance/exceptions-to-copyright 
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7.1.1. Principles of Processing Data  

7.1.2. Storage of Data 

7.1.3. Data Protection Impact Assessment (DPIA)  
Due to the impact which the services would have against an individual’s fundamental rights 

and their rights as a Data Subject. A DPIA was conducted to find any areas of possible 

infringements or weakness – in fact, two DPIAs were conducted separately from the creators 

of the modules (CENTRIC and CERTH). A DPIA is a fundamental tool to highlighting any areas 
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of discrepancies within the protection of data and any issues regarding the compatibility of 

data protection principles functioning within each component of the Web and Social Media 

Monitoring Service.  

7.2. ETHICAL CONSIDERATIONS 
The NESTOR consortium endorses and implements the Charter of Fundamental Rights of the 

European Union across its functioning services. The modules that are found within this 

deliverable are required to adhere to the following rights: dignity, freedoms, equality, 

solidarity and citizens' rights and justice. The data that is collated within this module is 

expected to be handled with respect to the Data Subject when regarding their data. The 

European Union is controlled regarding Human Rights through the UN’s Deceleration on 

Human Rights and the ECHR – European Court of Human Rights which enforce the Charter of 

Fundamental Rights of the European Union. The United Kingdom (CENTRIC) are required to 

adhere to the rulings found in the Human Rights Act 1998 and the Universal Declaration of 

Human Rights (UN). Data Processors and Controllers should be aware of an Ethical approach 

to Web Crawling and scraping data – these ethical practices should include respecting 

robots.txt when implementing a crawler, understanding the legal groundings for web crawlers 

which have been defined within their terms of Services, handling data with respect and 

integrity.  

The CENTRIC developers and CERTH developers understand the ethical implications and their 

purpose of producing a tool that does not infringe upon any data subject. A transparent and 

responsible approach to protecting the fundamental rights and freedoms of data subjects has 

been considered to create a fair but functioning system for the NESTOR solution.  
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8. CONCLUSIONS 

Task 3.4 of the project as well as the information collected from the web and presented within 

the NESTOR platform, indicate a key role in the pre-frontier aspect on the aims of NESTOR, 

providing a pre-frontier intelligence picture of the European Border. 

The respective D3.4 – Web and Social Media Monitoring Services began by outlining the 

importance of the development of tools, capable of performing crawling activities and 

extracting relevant data from the web and social media platforms, as well as analyzing this 

data to derive usable and timely information. This was followed by the envisioned tools’ 

relation to the project, including relevant requirements, KPIs and applications to the PUCs. 

In the methodology section, the intended aims for the web crawling and post-processing 

modules, and the difficulties of extracting and analyzing data from social media and the final 

choice of methods (i.e., usage of official APIs, point by point Poisson model) were outlined. 

Considerations regarding the legal and ethical aspects relating to the modules, most 

importantly the personal data aspects and mitigations, and the relevance to the architectural 

framework of the NESTOR project were included throughout the deliverable. This showcases 

that the modules were designed and developed with the legal and ethical considerations and 

ramifications of acquiring data from online sources, including the acquisition and processing 

of personal data. 

Finally, during the implementation phase, the process of overcoming difficulties (enforced by 

the social media provider) and the complete integrated solutions both for Social Media 

Crawler and Event Detection analysis were discussed. The final status of the web crawler and 

post-processing modules was also discussed, including example outputs, with further details 

on the visual display of these outputs to follow in Deliverable 4.4: Visual analytics and decision 

support system.  
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